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Abstract

Critics of evaluating policy with field experiments have argued that experiments represent a turn
away from democracy toward paternalism from experts. These randomized trials support inferences
on the effects of policy ideas and the causes of their outcomes. In the fifty years since experiment-
based policy evaluation was first proposed, they have remained the work of experts. Since then,
the work of policymaking and the work of policy evaluation have expanded more widely through
large-scale digital communications online. Online platforms now rely on hundreds of thousands
of volunteers to set and enact “social policy” on what kind of social interactions are acceptable
in their communities. Furthermore, randomized trials have also become common as methods for
studying social behavior online, especially among platform designers. This dissertation offers five
studies on the role of community-led randomized trials to support community policy-making in
online communications and beyond.

The first study reviews the history of debates about the position and power of experimentation
as a tool for democratic governance. This study will also discuss the potential and challenges of
community-led field experiments to transform the policy work of online communities. The second
study explores the idea of community policy in the social news platform reddit, where policies are
debated, created, and enacted at scale by volunteers. This mixed-methods analysis uses trace data
from over fifty thousand communities and interviews with moderators to observe how communities
imagine, discuss, and advocate policy ideas.

The third and fourth studies are field experiments with communities on the social news site
reddit. They test theories from social psychology while also evaluating community policies. The
third study estimates the effect of posting community rules on newcomer behavior, expecting a
trade-off between reductions in violations and reductions in participation. The fourth study com-
pares the effects of normative and informational social influence on the politeness and impoliteness
of large-scale online discussions.

The fifth study is a qualitative analysis of policy sense-making done by community members
when they evaluate policies within their own communities using randomized trials.

Taken together, the research in this dissertation points to a future where greater access to
experimental methods expands the capacity of citizen involvement in policy creation and evaluation

Introduction

Debates about the role of social experimentation in democratic societies have been present since
the earliest discussions of evidence-based policy. Using randomized trials, researchers can draw
inferences on the causes of policy outcomes and the effects of policy ideas [7, 21]. Because these field
experiments require experts to conduct and interpret them, critics argue that policy experiments
represent a turn away from deliberative democracy. In recent years, Thaler and Sunstein have
proposed governance through “libertarian paternalism,” where experimentally-derived knowledge
is used to “steer people’s choices in welfare-promoting directions without eliminating choice” [38].
Yet critics of libertarian paternalism have attacked it as a potentially-undemocratic form of social
control, arguing that the assumptions and uses of experimental knowledge detract from citizen
deliberation on policy [28].

Although the argument that expert evidence is undemocratic may be a recent re-reading of
the Lippmann-Dewey debate [36], early proponents of empirical policy evaluation shared those
concerns. In the 1960s and 70s, Campbell outlined an “experimenting society” where researchers
would be “servants” of society working towards goals set by the public. Campbell argued that
“even the conclusion drawing and the relative weighing of conflicting indicators, should be left up
to the political process” [8].

Many of the limitations that kept experimental policymaking out of widespread public use have
now been reduced through computational means [31]. Digital communications have expanded the
capacity of citizens to coordinate, enabling them to take a direct role in the governance of common
resources [14]. For example, in online discussion groups and social network platforms, hundreds
of thousands and perhaps millions of people work as volunteer moderators, creating and enacting
policies to govern social relations in their communities [19, 24]. In these digitally-mediated social
contexts, data collection is commonplace, treatments are easy to deploy, and computer software
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has broadened access to experiment design and analysis [29]. Employees at online platforms now
commonly test the effects of design on social behavior [30, 3]. There is little keeping volunteer
moderators from using similar methods to test their own policy ideas.

In this dissertation, I explore the potential and the challenges of community-led, field experiments
to test moderation policies online. Volunteer moderators routinely create and enact policy on online
safety, fairness, and conflict resolution in groups that range from a few dozen neighbors to tens
of millions of subscribers. Communities commonly use software agents (social bots) to detect
deviant behavior and automatically enact moderation policies [18]. Yet moderators rarely evaluate
the effects of their governance work. In one case, volunteer moderators of the English language
Wikipedia developed semi-automated software agents to respond to large-scale vandalism. Without
the means to evaluate the effects of their governance systems, these moderators failed to notice,
for several years, that their moderation practices had also created a dramatic, long-term decline
in Wikipedia participation [25]. Had moderators tested the effects of their policies and adjusted
them accordingly, participation in Wikipedia might not be as low. This dissertation introduces
findings on the ways that volunteers make policy in online communities and the ways that they
make sense of experiments to test the outcomes of those policies.

The research site for this dissertation is reddit, a social news platform with 244 million unique
visitors, over 10,000 active communities, and over 150,000 moderator roles.1 My prior work includes
research on the volunteers who review reports of online harassment,2 the nature of their governance
work,3 the information infrastructures they create,4 and collective bargaining by these volunteer
moderators with online platforms.5 Building on ethnographic fieldwork and quantitative analysis of
reddit moderation that I began in June 2015, this dissertation will offer mixed-methods findings on
the nature of policy-making by volunteer moderators, quantitative findings from randomized trials
co-designed with communities, and qualitative findings on the ways that communities negotiate
experimental results in policy decisions.

This dissertation centers around the deployment of CivilServant, a software agent that facilitates
the design, deployment, and monitoring of randomized trials in online communities.6 CivilServant
will be used for policy evaluation, supporting moderators and community participants to conduct
field experiments to test their policy ideas. The system will offer communities a repertoire of
dependent variables and study designs. It will coordinate randomized interventions at group,
conversation, and individual levels. CivilServant will also manage some research ethics procedures
such as consent, disclosure, and redress.7

CivilServant facilitates the vision outlined by Campbell in the 1960s, where the design and
interpretation of experiments is open to a political process [8]. All research will be automatically
opened for discussion by the community hosting the experiment. Results will be added to an
open repository of citizen policy replications. These public conversations will form a key archive
for qualitative findings on ways that communities negotiate experimental results about themselves
from experiments that they have developed themselves.

Taken together, the chapters in this dissertation point to a future where greater access to exper-
imental methods expands the capacity of citizen involvement in policy creation and evaluation.

1User count from April 2016. Moderator roles sampled in August 2015
2Matias, J. N., Johnson, A., Boesel, W. E., Keegan, B., Friedman, J., DeTar, C. (2015). Reporting, Reviewing,

and Responding to Harassment on Twitter. Women Action and the Media.
3Matias, J. N. (2016) The Civic Labor of Online Moderators. Oxford Internet, Policy, and Politics Conference
4Matias, J. N. (2015, June 8) The Tragedy of the Digital Commons. The Atlantic. Retrieved from http://www.

theatlantic.com/technology/archive/2015/06/the-tragedy-of-the-digital-commons/395129/
5Matias, J. N. (2016). Going Dark: Social Factors in Collective Action Against Platform Operators in the Reddit

Blackout. CHI 2016.
6Although my methods involve developing a novel system, this dissertation does not include a systems paper.
7Since CivilServant supports participants to design and conduct their own experiments, it presents unique chal-

lenges for circumscribing ethical research practices. This research has been designed in consultation with the MIT
Committee on the Use of Humans as Experimental Subjects (COUHES). The initial deployment of CivilServant
will be limited to interventions and dependent variables that represent routine experiences and minimal risk.
In any case where the online community requesting access to Civil Servant facilitates a market, mental health
support, or discussion with a vulnerable population, that study will be independently submitted to the MIT
COUHES. I will also exclude from participation any community that routinely organizes online to harm others.
I also expect to host a subreddit for communities to reflect on and discuss the ethics of their own research.
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1 Evidence-Based Policy in Online Communities

The volunteer moderators who develop and enforce social policies in online communities carry
out a large share of policy work online [24]. A growing literature explores what it means for
corporations to make social policy and test it, across ethical, regulatory, moral, and rhetorical
dimensions [34, 10, 22, 32]. Yet even as corporations are creating and enforcing social policy to
govern the behavior and speech of their users, these platforms also expect volunteers among their
users to create and enact more localized policies. I argue that the contours of debates around
policy experiments are very different when policy is being set, enacted, and tested by volunteers
from the affected communities. This study considers the challenges and potential of randomized
policy trials conducted by the people who are governed by social policies online.

This study will outline the history of debates over the role of evidence based policy, from Kurt
Lewin’s action research in the 1930s [2] and Cambell’s experimental policymaking in the 1960s [7]
to contemporary debates over libertarian paternalism [28] and corporate behavioral research [34].
Drawing from Stuart Geiger’s theoretical work on the role of corporate researchers as civil servants
of online governance [20], I will differentiate citizen experimentation from the prevailing model
of top-down, corporate social research online [30]. The study will offer a framework for thinking
about citizen control over the design and interpretation of experimental methods.

Research Status

I have already published six articles and workshop papers that incidentally address parts of this
question,8 but I have yet to combine them into a single argument.

2 Social Policy Creation and Enactment by Volunteer
Moderators in Online Communities

Volunteer moderators within large-scale online groups develop sophisticated policy and governance
regimes to guide participation towards cooperation and respond to problems [24, 17, 37, 6]. Across
the web, a minimum of hundreds of thousands of volunteers participate in discussions of social
policy and carry out actions aimed at upholding or enforcing those policies. This mixed methods
study explores the work of policy creation and enactment by volunteer moderators of “subreddit”
communities on the online platform reddit. This research sets out to explain how these moderators
imagine, discuss, and share these policies with each other and with their communities.

Methods

To study policy creation, I will collect quantitative data from policy documents from the population
of roughly 52,000 communities alongside moderation logs from a small sample of 6-12 communities.
These logs contain every moderator action, from policy enactment to policy document editing.

I will also interview moderators, observe participation in moderator chat rooms, and analyze
content from public discussions of policies with communities. I will focus my attention on moments
of policy transition and tension.

8Matias, J. N. (2016). Participatory Field Experiments and Causal Inference For Monitoring and Advancing Social
Justice in HCI. CHI 2016 Workshop Paper: Exploring Design, Social Justice, and HCI. San Jose, CA.

Keegan, B. C., Matias, J. N. (2015). Actually, It’s About Ethics in Computational Social Science: A Multi-party
Risk-Benefit Framework for Online Community Research. AAAI 2016 Symposium on Observational Studies of
Social Media. Retrieved from http://arxiv.org/abs/1511.06578

Matias, J. N. (2016). Going Dark: Social Factors in Collective Action Against Platform Operators in the Reddit
Blackout. CHI 2016. Retrieved from http://natematias.com/media/GoingDark-Matias-2016.pdf

Matias, J. N. (2015, June 8). The Tragedy of the Digital Commons. The Atlantic. Retrieved from http:

//www.theatlantic.com/technology/archive/2015/06/the-tragedy-of-the-digital-commons/395129/

Matias, J. N., Agapie, E., D’Ignazio, C., Graeff, E. (2014). Challenges for Personal Behavior Change Research
on Information Diversity. Presented at the CHI 2014 Workshop on Personalizing Behavior Change Technologies.

Matias, J. N., Geiger, S. (2014). Defining, Designing, and Evaluating Civic Values in Human Computationand
Collective Action Systems. In Second AAAI Conference on Human Computation and Crowdsourcing. Retrieved
from http://www.aaai.org/ocs/index.php/HCOMP/HCOMP14/paper/view/9268
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Research Status

I have been doing ongoing fieldwork with reddit moderators since June 2015. I currently have
access to one full moderation log of a large subreddit. I have already written software for collecting
information about policy making and enactment. I have not yet begun data collection.

3 The Newcomer Tradeoff Between Participation and Norm
Compliance To Posted Rules in Large Online Communities

Subreddit communities on reddit often develop extensive policies governing the kinds of contribu-
tions they permit. In interviews, moderators report that users with deleted comments often send
them apologies after their comments are removed, explaining that they didn’t know the rules. To
make those policies visible, moderators can add “sticky comments” to discussions, displaying rules
next to the form where new comments are entered.9

Does making users aware of rules through “sticky comments” have any effect on the behavior of
newcomers? Field experiments in applied social psychology have tested effects of posting signs on
littering behavior [35, 13], smoking in hotel rooms [12], environmental conservation by hotel guests
[23], and crime reporting [4]. Yet posting rules might also have a negative effect on newcomer
participation; commenters might not want to take the risk of having their comments removed.

This research tests the hypothesis that there is a trade-off between norm compliance and par-
ticipation. Specifically, this experiment tests the effect of prominently posted “sticky comments”
on the number of newcomers whose contributions that are removed by moderators, alongside its
effect on the number of newcomer contributors.

Research Site

This research will be conducted on the social news platform reddit, within a subreddit community
with 11 million subscribers. Moderators of this subreddit have granted me complete access to all
subreddit data, including the moderation logs, and have agreed to conduct this study.

To support study design, participation data was collected from the sample of all public posts
and comments that were not removed by moderators in the period from June 1, 2015 through
September 1, 2015. To aid in the simulation of the dependent variables, moderation actions were
collected from a 14 hour period on March 17, 2016.
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Methods

This study is a field experiment testing the effect of sticky comments on the number of newcomer
deletions and the number of newcomer contributions [21]. The experiment has the following steps:

• In a three week period, I randomly assign certain days for all discussions receive “sticky
comments” with subreddit policies

– Control: no sticky comment

– Treatment: sticky comment stating subreddit policies

• Moderators will receive a browser plugin that hides the sticky comments from them

• I observe per-post incidents rates of newcomers with at least one contribution that is removed
by the community.

• I observe per-post incidents rates of newcomers.

Status of Research

Moderators of this community have already agreed to this experiment and are ready to begin
as soon as IRB approval is given. A draft experiment pre-registration has been completed. Some
development work is needed to monitor the dependent variables at scale over the experiment period.

4 The Effect of Positive Speech and Community Ratings on
The Politeness and Impoliteness of Large Discussions Online

On reddit, popularity algorithms often flood large numbers of people into formerly-intimate com-
munity conversations. When a discussion is automatically highlighted on the front page, these
unrelated newcomers know that they have been drawn together by a unique algorithmic decision,
they don’t see themselves as accountable to the subreddit’s moderators, and they don’t expect to
see each other as a group again. At such moments, the scale of a conversation can overwhelm
moderators while also weakening their usual means to prevent problems [33]. Moderators often
hope to influence behavior by posting community rules. These posts establish subjective norms,
beliefs about what important others think we should do that rely on a desire to be accepted [16].
However, that desire may not be relevant if commenters do not expect moderators’ views to affect
them.

Moderators and other reddit users have attempted two methods to facilitate polite conversations
in cases where subjective norms may not apply. Firstly, they attempt to set a positive tone with
early comments, hoping to set a pattern that others would follow. Secondly, subreddit participants
sometimes upvote comments that are more positive and encouraging. Upvoters hope that those
comments will become more prominent and that users seeking the reputation benefits from upvotes
(all upvotes add to a public karma score for each user) will post similarly-positive comments when
they see that those comments are upvoted. These practices correspond to theories on descriptive
norms, where observations of the behavior of others offer another source of social norms [9, 1].

This experiment tests the effect of two interventions on the proportion of polite and impolite
comments in discussions. The first intervention involves adding polite, encouraging comments to
a new discussion thread. The second intervention involves adding polite, encouraging comments
to a new discussion thread and then upvoting those comments prominently. The study tests the
hypothesis that introducing early, polite comments will have a positive effect on the proportion
of polite comments in a thread, and that the magnitude of the effect will be greater when those
comments are upvoted.

Interventions will be carried out by community participants. Participating commenters will be
notified several minutes in advance to prepare to add a positive comment, and then sent a link,
via a chat interface, to the discussion in question. Up-voters will coordinated in a similar manner.

Even if interventions do have an effect within conversations, they might increase conflict or
attract vandalism across the community. On reddit, users in conflict often accuse each other of
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coordinated efforts to influence conversations. These accusations are sometimes used to justify
vandalism of a community. In a qualitative followup analysis, I will explore the ways that the
social context of an experiment shapes how the intervention and experimental results are received.

Research Site

The research site for this experiment is a high volume subreddit community with nearly 11 million
subscribers and an average of 20,099 active daily participants. These participants make an average
of 750 posts and 19,800 comments per day.10 The subreddit has 28 moderators. When comments
are coded with the Stanford Politeness Model (SPM) [11], an average of 21% of discussions, or
159 per day, have more than 10% of comments rated impolite. In contrast, 5% of discussions, or
41 discussions per day have more than 10% of their comments rated by the SPM as polite.11 The
group has an average of 6413 daily newcomers, who constitute 32% of daily commenters. 40% of
impolite comments were from these newcomers and 25% of polite comments were from newcomers.

Quantitative Methods

This experiment tests the effect of early, polite comments on the proportion of polite and the
proportion of impolite comments associated with an image post. The proportion of impolite and
proportion of polite comments are related, separate dependent variables. A comment is polite or
not; it is also impolite or not [26].12 The experiment has the following steps:

• In a two-week period, we randomly draw one post within specified intervals of moderator
availability 13 to receive positive, three-sentence comments within the first 2 minutes of the
post’s appearance:

– Control: 3 neutral comments

– Treatment A: 3 positive comments

– Treatment B: 3 positive comments, each given 4-10 upvotes14

• Dependent Variables

– proportion of polite comments sampled from each discussion, coded by subreddit par-
ticipants

– proportion of polite comments per discussion, scored by the SPM

– proportion of impolite comments sampled from each discussion, coded by subreddit
participants

– proportion of impolite comments per discussion, scored by the SPM

Qualitative Methods

Qualitative data collection will include comments from conversation threads about the experiment
after the results are announced. Qualitative analysis will focus on community reactions to the
experiment and opinions about the acceptability of the tested intervention.

Research Status

The study design is still being refined. A large group of moderators and users are planning to
coordinate on this study. This experiment will be pre-registered after feedback from participants.

10sample period: June 1 to August 31, 2015
11ratings were applied to up to 100 randomly sampled comments in a random sample of 1000 discussions
12the human coded dependent variable is still being refined
13the randomization method is still to be determined, based on what works best with moderators
14based on analysis of maximum comment upvotes among the 63,294 discussions sampled from Jun-Aug 2015
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5 Evidence Based Policy in Online Communities

This study presents mixed-methods findings on the ways that communities make sense of experi-
mental evidence in decisions about social policy in their online relations. In this study, communities
are directly involved in the design, administration, and interpretation of randomized trials that
occur within their community.

Methods

In this study, I use methods from participatory action research to collect evidence on the partic-
ipation of communities in policy-evaluation technologies that they themselves guide and deploy
[39, 2, 27]. I will focus my ethnographic research on community participation in the design and
deployment of experiments conducted through the CivilServant system. Evidence collection is
expected to follow the following process:

• Initial design discussions about potential experiments with subreddit moderators and their
communities: These discussions yield qualitative evidence on the challenges of moderation
and the parts of subreddit governance that moderators consider open to experimental meth-
ods. The reasons that communities decline to experiment will hold particular importance

• Discussions refining and confirming experiment designs with subreddit moderators will yield
qualitative evidence on the challenges of experiment design with citizen groups

• Community-wide discussions on the policy implications of experimental results will yield
qualitative evidence on the ways that participants make sense of experimental evidence in
decisions about their own communities

• Interviews with experiment subjects will yield qualitative evidence on the ways that people
who are part of experiments make sense of their participation in cases where those experi-
ments are designed and conducted by their peers

Other sources of evidence will include quantitative data collected in the course of experiments,
as well as ethnographic fieldnotes from this work of virtual ethnography [5, 15].

Research Status

The CivilServant system is in the early stages of its design and development. I have developed
relationships and trust with reddit moderators over 11 months. Two subreddits have agreed to
conduct the first experiments together, one more is discussing it, and one external researcher
is already planning to use CivilServant for his own research when it is complete. These early
experiments have established the design parameters for the CivilServant system.

I already have IRB approval for observational research of reddit trace data. I have had early
conversations with the MIT Committee on the Use of Humans as Experimental Subjects and have
determined an approach to research ethics that should acceptably manage the risks and benefits
of citizen-led experimentation.

Timeline

• May 31, 2016 : Dissertation proposal critique

• May 2016 : IRB process for Initial RCTs on reddit study

• June 2016 : Initial RCTs on reddit begin

• August 2016 : Initial RCTs on reddit complete

• December 2016 : Pilot test of CivilServant, software for conducting RCTs on reddit

• January - March 2017 : Deployment of CivilServant across multiple subreddits.
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• April - June 2017 : Qualitative analysis and writing for final Evidence-Based Policy study

• July 2017 : Dissertation Defense

Resources Required

The resources required for this dissertation include substantial hardware resources and system
administration for CivilServant, as well as systems for storing and processing qualitative and
quantitative data. Some travel funds will be required for ethnographic fieldwork. Some of these
travel costs will be covered by the Harvey Fellowship starting in September 2016.
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